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ABSTRACT

Multiplexed imaging such as multicolor immunofluorescence staining, multiplexed immunohistochemistry (mIHC)
or cyclic immunofluorescence (cyclIF) enables deep assessment of cellular complexity in situ and, in conjunction
with standard histology stains like hematoxylin and eosin (H&E), can help to unravel the complex molecular
relationships and spatial interdependencies that undergird disease states. However, these multiplexed imaging
methods are costly and can degrade both tissue quality and antigenicity with each successive cycle of staining.
In addition, computationally intensive image processing such as image registration across multiple channels is re-
quired. We have developed a novel method, speedy histopathological-to-immunofluorescent translation (SHIFT)
of whole slide images (WSIs) using conditional generative adversarial networks (cGANs). This approach is rooted
in the assumption that specific patterns captured in IF images by stains like DAPI, pan-cytokeratin (panCK), or
a-smooth muscle actin (a-SMA) are encoded in H&E images, such that a SHIFT model can learn useful feature
representations or architectural patterns in the H&E stain that help generate relevant IF stain patterns. We
demonstrate that the proposed method is capable of generating realistic tumor marker IF WSIs conditioned on
corresponding H&E-stained WSIs with up to 94.5% accuracy in a matter of seconds. Thus, this method has the
potential to not only improve our understanding of the mapping of histological and morphological profiles into
protein expression profiles, but also greatly increase the efficiency of diagnostic and prognostic decision-making.
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1. INTRODUCTION

The clinical management of many systemic diseases, including cancer, is informed by histopathological evaluation
of biopsy tissue, wherein thin sections of the biopsy are processed to visualize tissue and cell morphologies for signs
of disease. Though H&E remains the gold standard stain in such evaluations for many cancer types, additional
staining by immunofluorescence or immunohistochemistry can augment pathologist interpretation, as it allows
for specific targeting and visualization of clinically relevant biomolecules and cell subtypes. Moreover, the recent
development of multiplexed imaging such as cyclF,! mIHC,?? and other multiplex methods in histopathology? ¢
have greatly expanded the palette with which pathologists can visualize individual tissue sections. This allows
for deep in situ assessment of the complexities of the tumor microenvironment, e.g. through examination of the
spatial interactions and architectural organization of tumor and non-tumor cells.

However, these multiplexed imaging methods are time- and resource-intensive and suffer from technical
challenges related to tissue and antigen degradation.” If the assumption holds that the information required
to accurately infer the distribution of specific protein abundance is already encoded in an H&E-stained WSI,
i.e. tissue and cell morphologies displayed in histopathological images are a function of underlying molecular
drivers,® then it should be possible to faithfully infer an IF or IHC stain conditioned on the H&E stain. Here we
propose SHIFT, a method which leverages a cGAN framework® 10 to efficiently translate H&E WSIs into realistic
IF WSIs (Figure 1), and demonstrate unit test translations of panCK, a-SMA, and DAPI, two commonly used
prognostic markers and a nuclear counterstain, respectively. Furthermore, this framework can be used to test
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Figure 1. SHIFT: A ¢cGAN framework that generates IF images from corresponding H&E images. During training (left),
the generator attempts to generate a realistic IF image conditioned on an H&E image, while the discriminator attempts to
differentiate between generated and ground truth image pairs. Once trained, a SHIFT generator can efficiently generate
IF WSIs for testing purposes or downstream analysis (right). Figure adapted from Ref. 10.

whether or not tissue and cell morphologies reflect specific protein expression patterns. Thus, it can not only
improve our understanding of cancer nuclear morphology, tissue architecture, and spatial patterns corresponding
to cell phenotypes, but can also provide clues as to which marker is necessary in addition to H&E for appropriate
digital interpretation.

The use of cGANs in medical image analysis has been proposed for many tasks, including segmentation or
generation of various regions of interest,!!*!? brain lesion detection,'® and de-noising of CT images,'* but to
the best of our knowledge, SHIFT is the first method proposed for the generation of IF WSIs by translating
H&E-stained WSIs. If deployed together, a multiplicity of properly trained SHIFT models could provide a
machine-driven diagnosis mere seconds after an H&E slide is mounted and scanned. As such, SHIFT could
become a feasible preliminary, auxiliary, or substitute for multiplexed methods of high-dimension imaging, thus
hastening workflows in histopathology, where time is so frequently of the essence.

2. METHODS

2.1 Image-to-image translation

A fundamental problem in the domain of image processing is the mapping of pixels from one representation
of a scene to pixels of another representation of the same scene, i.e. image-to-image translation. To approach
the problem of translating H&E-stained WSIs to their IF counterparts, we have applied the cGAN-driven algo-
rithm piz2piz,'® which benefits from its bipartite formulation. Like other methods proposed for image-to-image
translation, cGANs learn a functional mapping from an input image x to translated image y, i.e. G : z — y,
but, unique to a ¢cGAN framework, it is the task of a generator G to generate the image y conditioned on x
that fools an adversarial discriminator D, which is in turn trained to tell the difference between ground truth
and generated images (Figure 1, left). What ensues from this two-network duel is a model G that generates
realistic images that are difficult to distinguish from the ground truth (Figure 1, right), some GAN-generated
images being sufficiently realistic to be considered as a proxy for the ground truth when labeled data are scarce

or prohibitively expensive.'®

The cGAN objective of the pix2piz algorithm is posed as a binary cross-entropy loss:

‘CCGAN(G7 D) = ]Ex,yrvpdata(x,y) |:10g D(l’, y)} + Eacfvpdata(m) |:10g (]- - D(l‘, G(ﬂ?)))] (1)
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where G seeks to minimize the objective and thus minimize the distinguishability of generated and ground truth
images, while D seeks the opposite. In addition to the task of fooling D, G is also encouraged to generate images
that are faithful to the ground truth through incorporation of an L1 reconstruction loss term:

L11(G) = Ea ympyora e 1y = G(@)]]1] (2)
The final piz2piz objective is

G* = arg mgn max Lecan(G, D) + AL (G) (3)

where the regularization parameter A = 100 was chosen by Ref. 10 to suit the problems of facade generation,
semantic labeling and scene colorization. Though the piz2pix algorithm can proficiently translate semantic labels
into a busy cityscape, its regularization strategy may be less well suited for the problem of translating sparse
and ambiguous signals, e.g. low-prevalence IF stains in the training dataset.

2.2 Prevalence-based adaptive regularization

Cancer cells typically remain clustered together as shown in Figure 2 (panCK) and thus it is challenging to balance
the reconstruction loss term (2) for positive/negative instances according to the stain prevalence for each training
image. For instance, for low-prevalence (sparse) panCK-stained regions in ground truth WSIs, G is more likely to
generate an “unstained” pattern rather than generate a sparsely localized stain pattern because the reconstruction
loss is relatively small compared to the reconstruction loss for high-prevalence (dense) panCK-stained regions.
In order to balance sensitivity and specificity in this context, we hypothesize that a generative model can be
receptively tuned to encode sparse staining by being maximally penalized when it makes false classifications on
low-prevalence ground truth tiles during training. Thus, we propose a prevalence-based adaptive regularization
parameter A that may be more suitable for the translation of signals from H&E to IF:

—1
1 n
N = A(e + - Zlg(m> (4)
=1

where € = 0.1 is chosen to offset in cases where stain prevalence is zero, n is the total number of pixels in the
1, if p;in Q
bi where () represents the ground truth mask, and p; represents

ground truth IF tile, and Iq,,) = 0 otherwi
, otherwise

the i-th pixel. Our final objective is

G* = arg mén mgX,CCGAN(G, D)+ NLp1(G) (5)

Utilization of the adaptive regularization parameter A maximizes the penalty for generator errors on low-
prevalence ground truth tiles and minimizes the penalty for errors on high-prevalence ground truth tiles. By
doing this, we can improve localization characteristics and help minimize false classification errors at a distance
from true-positive pixels, as shown in Figure 2.

2.3 Ensemble approach

In the context of machine learning, aggregating several trained models can increase prediction accuracy, especially
when the aggregated models capture distinct features of their shared input. Thus, we also combined the output
of independently-trained models, i.e. models utilizing (3) and (5), to form an ensemble distribution, under the
assumption that the training strategies put forward in (3) and (5) are complementary. By doing this, we can
smoothen the final output and improve performance by reducing substantial disagreement patterns between
models.
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3. EXPERIMENTS: DATASET, NETWORKS, AND EVALUATION

This study utilizes a dataset'® containing WSIs of tumorigenic pancreas tissue acquired at 20X-magnification
from two adjacent thin sections: one stained with H&E and and the other co-stained with the fluorescent nuclear
marker DAPI and fluorescent antibodies against panCK and a-SMA, two markers commonly used in tumor
evaluation.!”1® The paired 20X images were registered'® and cropped into four sites, with each site image
being ~12,000 x 8,000 pixels in size. 10X WSIs were created by half-scaling 20X WSIs. Training data were
created by first taking ~10,000 random 256 x 256 pixel H&E and IF tile pairs from three sites, then applying
single operation manipulations—i.e. jitter, rotation, flipping, Poisson noise—to each tile, yielding ~20, 000 total
images in the augmented training data. For a given stain, we trained four leave-one-site-out SHIFT models and
generated inferentially-stained WSIs for each site, i.e. each of four models were trained on random tiles from
three sites and tested on non-overlapping tiles of the left-out site, which could then be stitched into cohesive
WSIs. In this way, we were able to perform a fourfold cross-validation of the SHIFT method for each stain in
an intra-patient context. To reduce the deleterious effects of tiling artifacts in the generated panCK WSIs, we
utilized three additional test datasets of non-overlapping tiles from each site—one of each test dataset offset by
128 pixels in either = or y or both—and evaluated model performance using the jointly-scaled blend of the four
generated WSIs.

The network architectures and implementations for D and G for all models are as described in the original
piz2piz paper,'? except where explicitly specified. Training batch size was set to 4 for all experiments and for
fair comparison, we tuned the regularization setting for each model by training over a range of A : 50 — 5000 and
selected the models with optimal A\* that yielded the best performance. Models were trained for 20 epochs at a

Ground Truth IF  SHIFT w/ Eq (5) SHIFT w/ Eq (3)

DAPI

H&E

panCK

oa-SMA

Figure 2. SHIFT model results for site 1 (12,656 x 10, 858 pixels at 20X magnification). Each SHIFT image represents the result for the
model with optimal A\* which yielded the best performance (Table 1). The circled dark regions in the H&E image are clusters of invading
lymphocytes which the SHIFT model with fixed A (Eq (3)) misclassified as being panCK-positive (see the corresponding circled regions in
the middle-right image). The SHIFT model with adaptive A’ (Eq (5)) did not commit these errors.
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fixed learning rate of 0.0002, followed by 10 epochs over which the learning rate linearly decayed to zero. Once
trained, each SHIFT model was able to compute WSI-level translation in less than one minute.

For evaluation of SHIFT model performance, we measured the Matthews correlation coefficient (MCC),**
the Dice similarity coefficient (DSC), as well as other standard classification performance metrics for comparison
of the ground truth and generated IF masks produced using a global 10%-luminance threshold on the contrast-
adjusted 8-bit ground truth and generated IF WSIs. We also measured the peak signal-to-noise ratio (PSNR)
and structural similarity index (SSIM)?° between raw ground truth and raw generated IF WSIs.

4. RESULTS AND DISCUSSION

Representative results for the translations from H&E-to-DAPI (SHIFT2DAPI), H&E-to-panCK (SHIFT2panCK),
and H&E-to-a-SMA (SHIFT2a-SMA) are shown in Figure 2. We performed SHIFT2DAPI experiments at both
10X- and 20X-magnification to assess whether or not SHIFT model inference is sensitive to image resolution, and
found minor improvements in most metrics when models were trained on 20X tiles (Table 1, top), suggesting that
localized features of the DAPI stain may be more important for SHIFT2DAPI inference than higher-level archi-
tectural features. Since hematoxylin and DAPI are both robust stains for cell nuclei, the task of a SHIFT2DAPI
model is theoretically trivial—translate hematoxylin intensity into DAPI intensity—and thus provides insight
into the upper limits of SHIFT performance. Note that there exists pm-scale structural differences between
ground truth H&E and IF WSIs due to serial tissue acquisition. Nevertheless, the results for models utilizing
(5) are consistent with those from a comparison between the DAPI mask and a cell nucleus segmentation mask
derived from the H&E image (data not shown), indicating that SHIFT2DAPT achieves good performance up to
the fundamental limit.

Model translation Mag. Site generated G* A" MCC DSC Accu. Spec. Prec. Sens. PSNR SSIM
10X 1 Eq (3) 5000 0.838 0.885 0.932 0.938 0.857 0.916 30.89 0.883
N c P
SHIFT2DAPI Eq (5) 1000 0.845 0.890 0.936 0.951 0.881 0.898 31.40 0.887
20X 1 Eq (3) 500 0.857 0.897 0.942 0.965 0.910 0.886 31.53 0.883
Eq (5) 5000 0.861 0.900 0.944 0.966 0.913 0.887 31.50 0.898
Eq (3) 1000 0.704 0.749 0.909 0.918 0.662 0.863 22.99 0.769
1 Eq (5) 1000 0.754 0.793 0.933 0.953 0.766 0.822 22.95 0.791
Ensemble - 0.729 0.769 0.917 0.922 0.679 0.887 23.19 0.782
Eq (3) 1000 0.817 0.855 0.937 0.946 0.812 0.903 28.21 0.819
2 Eq (5) 1000 0.814 0.853 0.939 0.959 0.845 0.861 27.89 0.816
SHIFT2panCK 10X Ensemble 0.821 0.859 0.938 0.948 0.819 0.903 28.66 0.828

Eq (3) 1000 0.790 0.822 0.945 0.965 0.810 0.834 26.36 0.815

3 Eq (5) 1000 0.777 0.807 0.945 0.978 0.860 0.760 26.16 0.818
Ensemble - 0.790 0.822 0.944 0.958 0.786 0.862 26.69 0.828

Eq (3) 1000 0.812 0.849 0.940 0.967 0.865 0.833 26.05 0.807

4 Eq (5) 1000 0.792 0.826 0.936 0.981 0.908 0.758 25.87 0.810
Ensemble — 0.819 0.854 0.943 0.972 0.881 0.828 26.35 0.818

Eq (3) 1000 - — - - - — 24.70 0.603

1 Eq (5) 1000 24.84 0.608
Ensemble — — — — - - — 25.09 0.611

Eq (3) 1000 25.69 0.634

2 Eq (5) 1000 - - - - - - 25.81  0.642
SHIFT20-SMA 10X Ensemble 26.02 0.643
Eq (3) 1000 - — - - - — 24.19 0.588

3 Eq (5) 1000 - - - - - - 24.41 0.598
Ensemble — — — — — — — 24.74 0.606

Eq (3) 1000 - - - - - - 25.21 0.634

4 Eq (5) 1000 - — - - - — 26.34 0.675
Ensemble - - - - - - - 26.39 0.674

Table 1. SHIFT model parameters and performances. The result for the model with the optimal A* that yielded the best performance
(MCC for DAPI and panCK, SSIM for a-SMA) is shown for each combination of magnification and G*. Models were trained until errors
stabilized.
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Given that panCK will stain only the subset of cells which are CK-positive, rather than stain a ubiquitous
cytological landmark as do hematoxylin and DAPI, the translation from H&E to panCK is a more interesting but
challenging task. Although SHIFT2panCK models performed less well than SHIFT2DAPI in most categories,
it is difficult to visually distinguish the generated from the ground truth panCK IF WSIs, as shown in Figure
2. With one exception (the sensitivity of SHIFT2panCK for site 4), either the models utilizing the proposed
method (5) alone or the ensemble approach performed as well as or better than models utilizing (3) alone, i.e.
pix2piz. Notably, models utilizing the proposed method (5) showed better localization characteristics (Figure 2,
circled misclassified regions for model utilizing (3)).

In contrast to DAPI and panCK stain patterns, the a-SMA stain pattern is sinuous and high-frequency
(Figure 2, bottom). When these attributes are compounded by spatial deformity and other complications from
the serial acquisition of H&E and IF WSIs, pixel-level evaluation of generated a-SMA WSIs becomes exceedingly
challenging. For this reason, we excluded evaluation metrics that were contingent on a-SMA mask generation
in favor of metrics which reflect the global configurations of the a-SMA IF WSIs (Table 1, bottom). While the
ensemble approach performed best in both categories for most sites, all models utilizing the proposed method
(5) alone outperformed the models utilizing (3) alone.

5. CONCLUSION

The results presented in this proof-of-concept study demonstrate that the proposed SHIFT method can rapidly
and accurately infer the distribution of clinically relevant markers in histopathological images. Future work
will focus on multiscale-image training strategies, hyperparameter tuning, translation to other IF stains, and
inter-patient model evaluation.

This work covers only a small fraction of the possible applications of GANs in digital pathology. As our prelim-
inary findings demonstrate that deep learning architectures enable the correlation of features across histopatho-
logical and IF images, we believe that SHIFT may be broadly capable of identifying crosswise mappings between
different imaging modalities with shared spatial features, even when output distributions are sparse.
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